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**1. Introduction**(\*Introduction 부분은 소제목(문헌리뷰 및 관련연구 등)을 분리하여 작성하지 마세요)

Data mining helps to extract the original and the valuable data from the large amount of dataset. Data mining can be implemented in different areas such as Fraud detection, Medical, Education, Banking, Marketing and Telecommunications. Feature selection is Feature selection is a process to pick a group of features as subset that are identically suitable for investigation and for future predication by removing the unrelated or redundant features. The ultimate objective of feature selection process is to increase the predictive accuracy and reducing complexity of learner results[1]. In the universities or in academic institutions, it’s very difficult to predict the frailer or dropout students in early stage. Data assimilations is the main process used to reduce student dropout percentage and to increase the student enrolment percentages in the university. Dropout in residential university is caused by academic, family and personal reasons, campus environment and infrastructure of university and varies depending on the educational structure agreed by the university. Thus, this work aims to effectively formulate education program and institutional infrastructure through which the student’s enrollment rate at the university will get increased significantly. The main aim of this paper is to develop a improved decision tree model and to derive a classification rules to predict whether student will graduate or not using the historic dataset. In this paper, improved decision tree model is used to generate the model. Information like age, parent’s qualification, parent’s occupation, academic record, attitude towards university was collected from the students to forecast the group of students needs the periodical monitoring[2,3].

**2. Materials and Methods**

It includes sampling, sample preparation, preparation of control sample, measurement detail including Instrument and suppliers/ chemicals and suppliers, experimental set up, map/details of sampling site or study area, source of sample, where ever necessary ethical clearance obtained must be stated[4].

**2.1. *Sub-title***

Methods adapted (pl include reference), any modification of regular methods, the extraction methodology/ simulation models, the growth conditions and measurement of plants/ animals should be stated. Wherever necessary provide (citation) references1.

***2.1.1. Sub-sub title***

Standard methods and techniques need not be written fully rather it can be cited2.

Mention only required modifications, if made[1,5].

**2.2. *Sub-title***

Mention the statistical details, the number of samples used, statistical tools/software used/ SD/level of significance, repeatability etc.

**3. Results and Discussion**

Table must be in Table format. Enter the data in the Table and present it as such and do not convert it as picture type; always use page set up in portrait and not the Landscape. Where the breadth of the Table exceeds the page width, use Arial Narrow 9 point font. All the Tables must be numbered [Table 1, Table 2….]. All Table must bear Title and be placed above the Table[6-8].

Figure must be of high resolution with printable quality. Usually placed as jpeg or gif type or directly drawn and placed in text box. All figures must bear title and numbered [Figure 1, Figure 2….]. Put all your Tables and figures at the end of the article in separate pages. Mark their positions [Table 1], [Figure 1].



#### Figure 1. Design of Improved Decision tree algorithm for Educational Data mining

(그림 제목은 그림 아래에 표기해주십시오. 그림내에 한글표기 금지)

**Step 1**: The Renyientropy are used for characterizing the amount of information in a probability distribution. It’s generalization of Shannon entropy. Calculate Renyientropy using the formula

$A=πr^{2}$ (1)

(!! 수식은 수식편집기를 이용하여 작성해주세요.)

Here X is a discrete random variable with possible outcomes 1, 2…n. α is the order and when it equals to 1 it is Shannon entropy. A completely homogeneous sample has the entropy of 0.Equally divided sample has the entropy of 1.

**Step 2:** Calculate the Information gain IG of each attribute using the formula:

$\sin(α)\pm \sin(β)=2\sin(\frac{1}{2}\left(α\pm β\right))\cos(\frac{1}{2}\left(α\mp β\right))$ (2)

It is found that only 12 features are most relevant to the task of student dropout prediction out of original number of 31 features collected through questionnaire as seen in Table 1. Then the ID3 and improved decision tree algorithm is employed on selected subset of features and record using 10 fold cross validation. Attribute with highest information gain is used as a root node. The dropout dataset is classified into two groups Yes and No based on the confusion matrix for Improved Decision Tree was constructed shows accuracy percent 92.50 for ID3 and 97.50 for improved Decision Tree. It indicates that improved decision tree is the best classifier for predicting the student who will dropout or not at the university[5,9,10].

(표 제목은 표 위에 표기해주십시오. 표 내에 한글표기 금지)

#### Table 1: Initial Set of features used for the experimentation

|  |  |
| --- | --- |
| 1. Residence
2. Family Type
3. Family Annual Income
4. Father’s Education
5. Mother’s Education
6. Father’s occupation
7. Mother’s occupation
8. College Location of student
9. Student grade/percentagein High School (10th )
10. Studentgrade/percentage in Senior Secondary (10th )
11. Course Admitted
12. Admission type
13. Satisfaction with Course
14. Syllabus of Course
15. Parents meet the university expenses
16. Family experiences Stress
 | 1. Like this University
2. Educational system of University
3. Infrastructure of university
4. Extra-curriculum activities in university
5. Entertainment in university
6. Time for self study
7. Placement Status
8. Participate in extra curriculum activity
9. Teacher Student relationship
10. Family Problem
11. Home Sickness
12. Campus Environment
13. Change of Goal
14. Adjustment Problem
15. Enrolled in other universities
 |

**4. Conclusion ( !! 결론 내에 참고문헌 인용 금지)**

This paper proposed an improved decision tree algorithm for prediction of dropout student. The objective of this work is to develop an improved decision algorithm that enhances the ability to form decision trees and thereby to prove that the classification accuracy of improved decision algorithm on educational dataset is greater. A new decision tree model is to be constructed by using Renyi entropy for calculating the information gain and the association function will be used which determines the relative degree between thegiven attribute and class C. Experimental results will prove that improved decision tree algorithm will provide better prediction accuracy on student dropout data than that of traditional classification algorithms.
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